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Abstract Blockchain and distributed ledger technologies have become key to de-
velop secure decentralized applications. Their potential applications span various
industries and their use-cases have already demonstrated the potential of such ap-
plications. Interestingly, these technologies rely on a large body of complex re-
search topics like the Byzantine consensus problem. Although such problem was
defined four decades ago, its subtle ramifications are largely misunderstood by many
blockchain developers, let alone application programmers who build upon these
blockchains. These misconceptions are dramatic as they prevent these applications
from working efficiently and they make them vulnerable to attacks. This chapter
debunks the major myths about blockchain consensus. First, it lists ten myths about
blockchain consensus that are appearing frequently in the blockchain community.
Second, it presents clarifications that debunk these myths to help build safer and
more efficient blockchain and distributed ledger systems. These misconceptions are
illustrated with the evaluation of three distributed ledgers, Hyperledger Fabric, Red-
belly Blockchain and R3 Corda, as well as three important consensus algorithms,
BFT-SMaRt, Democratic BFT and HotStuff.
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1 Introduction

Over the last decade, blockchain experienced an important momentum leading to
a plethora of new consensus protocol proposals (e.g., Ripple’s consensus algo-
rithm [55], Democratic BFT (DBFT) [23], Aura [41], Casper [15], HotStuff [66],
IBFT [46], Tendermint [43]). A consensus protocol is a key element of the blockchain
system as it helps a distributed set of machines agree on a unique block at each given
index of a chain. In contrast with the problem of consensus that has been known by
the distributed computing community for the past four decades [52], a significant
part of these proposals is often unclear. Most of these new consensus protocols are
described in white papers, wikis and online documentations, rather than in more tra-
ditional academic publications and it is unclear whether they satisfy the application
requirements [18].

As a result, there are several misconceptions about what is blockchain consensus,
the guarantees it should offer and how it could be made secure and fast. For example,
efforts to standardize blockchain technologies have revealed ambiguous terminolo-
gies [36] and, when consensus protocols are stated informally, one can easily find
scenarios in which these protocols fail [6, 18, 32, 61]. As blockchains are becoming
important components to guarantee the security of critical applications, these myths
can have devastating effects, whose latest example is probably the vulnerability of
some of the mostly deployed blockchain software (e.g., parity and geth) [30],
used to handle high-value digital assets. Other examples include the recent efforts
devoted to develop quantum resilient cryptographic software on top of blockchain
systems that are already vulnerable to the misbehavior of a single participant [19].
While cryptography and fault tolerance address problems that may seem orthogonal,
a blockchain cannot provide the security level required by such applications without
both cryptography and fault tolerance (cf. Section 7).

As blockchains are now being offered as a service by most cloud providers and
have become the cornerstone of various applications, it is crucial to clarify some of
the misconceptions that will have, sooner or later, dramatic consequences. Some of
these misconceptions could be attributed to the lack of knowledge of the distributed
computing and database literatures. First, there are various failure models in which
an algorithm can solve consensus. In fact, a consensus algorithm typically allows =
nodes (or processes) reach an agreement despite 5 of them failing. These failures are
generally classified in two types: crash, where a node simply stops, and Byzantine,
where a node behaves arbitrarily, misbehaving either accidentally or with malicious
intent. This is why we distinguish crash fault-tolerant (CFT) from Byzantine (or
arbitrary) fault-tolerant (BFT) protocols (cf. Sections 6 and 8). Second, the three
properties of the classic consensus problem [44] are often misinterpreted: (i) va-
lidity requires that the value decided by a non-faulty (or correct) node has to be
valid, (ii) agreement requires that two non-faulty nodes cannot decide differently,
and (iii) termination requires that eventually the non-faulty nodes decide. Also, the
factors affecting the performance of a blockchain are often misunderstood (Sec-
tions 4 and 5) as they typically embed, in addition to the consensus protocol, other
components like cryptography (Section 11). This may distract engineers from other
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Section Myth Clarification At risks

3. Po* solves consensus Po* selects blocks users
without guaranteeing uniqueness.

4. Consensus bottlenecks blockchain in LANs BFT-SMaRt runs faster designers
outside Hyperledger.

5. Consensus bottlenecks distributed ledgers in WANs DBFT and BFT-SMaRt designers
scales better outside Corda.

6. CFT consensus tolerate Byzantine faults BFT quorums are larger users
than CFT ones.

7. Signatures and hashes make blockchain secure They do not cope with users
disagreement & double spending.

8. A CFT blockchain with a BFT consensus becomes BFT The whole communication users +
pattern needs to be changed. designers

9. BFT consensus needs linear message complexity Some quadratic complexity designers
algorithms perform better.

10. Reconfiguring consensus participants is easy It is difficult to make it designers
non-disuptive.

11. Blockchain performance is not limited by cryptography CPU demand can surpass designers
the network demand of consensus.

12. Blockchain needs to solve the classic consensus problem Deciding Ω(=) proposals help designers
scale.

Table 1: A summary of common Blockchain consensus myths.

challenging problems (Sections 9 and 10). One of the most common misinterpreta-
tions is illustrated by the large family [49] of so-called “proof-of-∗ consensus (sic)”
that cannot ensure agreement upon a unique block and may lead the blockchain to
counter-intuitively fork into multiple branches (cf. Section 3).

The aim of this chapter is to bust ten myths about blockchain consensus, summa-
rized in Table 1. Thesemyths correspond typically tomisinformation that profession-
als and students commonly learn by reading posts and blogs online before attending
a blockchain course. We proceed by listing each myth and explaining why it is in-
correct by offering a counter example, sometimes using a blockchain (Hyperledger
Fabric, Redbelly Blockchain or R3 Corda) or a consensus algorithm (BFT-SMaRt,
DBFT or HotStuff). Our aim is not to survey existing approaches for blockchain
consensus, as there is an extensive literature on the subject (e.g., [18, 49]), neither to
provide a formal treatment of these myths but rather to state them in a pedagogical
language to reach the blockchain community at large. As some of these clarifications
already helped improving the scalability of blockchains (Section 12), we hope that
they will help build secure and efficient blockchain applications in the future.

2 Background on Consensus and Proof-of-∗

Before listing each myth, we present various interpretation of the term “consensus”
in the blockchain context. A blockchain is easily understood as a chain of blocks
abstraction where new blocks get regularly appended, however, the system that
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replicates this abstraction on multiple machines or nodes of the network does not
always maintain the sequence structure of the chained blocks.

Instead a more precise description of this abstraction is a directed acyclic graph
or—to put it simply—a tree structure whose nodes are blocks and whose edges are
directed upwards in the tree, from children blocks to their parent block [34]. Each
of these edges is implemented as a hash of the content of the parent block stored as
a field of the child block. A parent block has multiple children in the tree as soon
as the blockchain forks, which means that two nodes disagree about the block that
should be inserted at the next available index of the chain. The consensus abstraction
is employed to guarantee that there is no such disagreement among all nodes about
the unique block to be appended next.

The consensus problem was defined more than half a century ago [52] and
requires to guarantee that if replicas propose their block, then no two replicas should
decide differently (Agreement), the block that is decided is one of the proposed
block (Validity), and the non-faulty replicas should eventually decide (Termination).
While this definition presents some inherent limitations for scalability that will be
discussed in Section 11, it paved the way for research on consensus algorithms in
small settings and influenced newer definitions of the consensus problem considering
cryptography [17] and scalability [23, 24].

Interestingly, the term “consensus” has been extensively used on blog posts
and websites about blockchain to denote proof-of-∗ methods of selecting a sub-
set of blocks proposed to a particular index of the blockchain. As surveyed in [49],
these proof-of-∗ (Po*) methods include proof-of-work, proof-of-reputation, proof-
of-lock, proof-of-activity, proof-of-stake, proof-of-burn, proof-of-authority, proof-
of-location, each choosing a different local attribute in order to decide whether a
block is selectable to a particular index. These attributes include the computational
power of the node, stake owned by the node in the considered blockchain system,
its activity, location, etc. The diversity of existing proof-of-∗ makes it difficult to list
them all here and is not part of the scope of this paper.

3 Myth #1: Proof-of-∗ solves consensus

A proof-of-work [28] is a mechanism to limit the power of the adversary that
can control the Byzantine participants. By requesting each participant to solve a
moderately complex crypto-puzzle and produce a proof of this effort, called proof-
of-work, before producing a block [48], the ability for the adversary to overwhelm
the system with new valid blocks becomes limited by its computational power. Many
alternatives to this proof-of-work mechanism have been proposed, like proof-of-
stake that limits the power of the adversary to its stake, hence leading to the large
family of proof-of-∗ mechanisms. For a list of more than a dozen of these proof-of-∗
proposals, we refer the interested reader to a survey on the topic [49].
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As it is widely believed that proof-of-∗ protocols solve consensus,1 many proto-
cols have been called “proof-of-∗ consensus (sic)”. As an example, Coin Telegraph
explains how proof-of-work can be seen as the “original consensus algorithm in a
blockchain network” by using a “complicated mathematical puzzle and a possibility
to easily prove the solution”.2 It may seem as if “proof-of-work consensus” was a
metonymy aimed at being pedagogical and referring to proof-of-work as the com-
ponent of a more complex consensus procedure. However, the frequent forks [65]
in proof-of-work blockchains indicate the possibility of disagreements, which con-
tradict the scientific notion of consensus [52]. This metonymy, albeit simple, hides
more complex intricacies. Such simplifications put the users at risk, because, strictly
speaking, consensus prevents double spending that could be induced by forkswhereas
proof-of-∗ actually tolerates forks and may lead to double spending.

Consensus

(e.g., PBFT, 
BFT-SMaRt,
DBFT, Nakamoto’s
consensus)

Selection

(e.g., Proof-of-
Work, Proof-of-
Stake, Proof-of-
Authority)

b1

b2

b3

b1

b1b3 b3

Fig. 1: Proof-of-∗ mechanisms do not solve the consensus problem. Instead, they
select a subset, say {11, 13}, of proposed blocks, say {11, 12, 13}, as legitimate
based on some attribute (computational power, coins owned, etc.) of the nodes that
generated them but a separate consensus algorithm is necessary to guarantee that the
block, like 13, decided for a given index of the chain is unique.

In fact, the proof-of-∗ mechanism cannot solve consensus but is instead a mech-
anism to enforce some of the consensus prerequisites so that a proper consensus
algorithm can be executed. Typically, a proof-of-∗ mechanism selects a small subset
of nodes to participate in the consensus by proposing a block for the same index of
the chain as depicted in Figure 1, where {11, 13} are proposed. As this mechanism
cannot guarantee that a unique block is proposed, it is insufficient to decide a single
block and does not solve the consensus problem. Recently, researchers have tried to
clarify the terminology to address this confusion [36] but it remains well spread on
the Internet.

Example: Bitcoin

Bitcoin [48] uses proof-of-work to limit the number of nodes that can create a new
block for a given index of the chain. Once these blocks are created, Bitcoin solves

1 Wikipedia makes use of the term “proof-of-work consensus (sic)” at https://en.wikipedia.
org/wiki/Proof_of_work.
2 https://cointelegraph.com/explained/proof-of-work-explained.

https://en.wikipedia.org/wiki/Proof_of_work
https://en.wikipedia.org/wiki/Proof_of_work
https://cointelegraph.com/explained/proof-of-work-explained
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consensus by deciding among multiple candidate blocks (that all contain a valid
proof-of-work) the unique block that is part of the longest branch. This is the reason
why Bitcoin [48] uses an extra mechanism, Nakamoto’s consensus, to try to solve
the problem: it selects the blocks of the longest branch by assuming that the delay
to create and propagate every block to all miners in the network is upper-bounded
such that every miner can safely choose the candidate block at index 8 once they
have waited long enough [33]. The proof-of-work mechanism helps limit the block
creation speed by requiring that a node first solves a computationally hard crypto-
puzzle before propagating a new block. This proof-of-work mechanism alone does
not ensure the uniqueness of the block at each index—this is precisely why a separate
consensus protocol based on identifying the block of the longest branch is required
in Bitcoin.

4 Myth #2: Consensus is the bottleneck of
blockchains in LANs

Distributed consensus performance (expressed for example in decisions per unit of
time) generally degrades with the number of participants. This led to the folklore
belief that the performance of consensus is the key limiting factor of the performance
of the blockchain in normal executions as was described by NEC.3 Typically, BFT
consensus algorithms involve a quadratic number of messages [12, 20, 23] that is
believed to rapidly consume the limited bandwidth resource. For example, the classic
PBFT consensus algorithm [20] employs a distinguished participant, the leader,
proposing a value and having participants exchanging sufficiently many prevotes to
make sure that no other value will be accepted, then having participants exchanging
sufficiently many votes to make sure the value is accepted by other participants
before deciding this value.

For this reason, it has long been thought that a blockchain performance is lim-
ited by the performance of its consensus, and recent solutions, like HotStuff [66],
attempted to boost blockchain performance by reducing the message complexity
of the consensus algorithm using threshold signatures (as discussed in Section 9).
HotStuff follows the classic leader-based pattern but reduces the quadratic message
complexity, induced by the participants sending prevotes and votes to each other, to
the linear complexity, induced by the participants sending their prevotes and votes
only to the leader that retransmits them.

It turns out that there are other scalability limitations in blockchain systems,
especially in Local Area Networks (LANs)—one example is the verification of
transaction signatures [11, 63]. Traditional blockchain would require every node to
verify the signatures of every transaction. Although there are some blockchains that
employ verification sharding [24] for each signature to be verified by only 5 + 1
nodes, in general, even this optimization is not sufficient to make the verification

3 https://www.nec.com/en/global/insights/article/2020022520/index.html.

https://www.nec.com/en/global/insights/article/2020022520/index.html
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finish significantly earlier. We present the cost of verification sharding in Myth #11.
Additionally, previous works [67] point the execution of smart contracts as a sig-
nificant scalability limitation, specifically the frequent disk operations they cause as
well as their computational cost.

HLF-BFT10 HLF-BFT100 HLF-Solo BFT-Only
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Fig. 2: In a LAN, Hyperledger Fabric running with an experimental BFT orderer
based on BFT-SMaRt is slightly slower than without consensus (HLF-Solo) but
significantly slower than the BFT orderer alone (BFT-Only). This indicates that the
bottleneck of blockchains is not necessarily their consensus component.

Example: Hyperledger Fabric

In order to test our hypothesis on the existence of other performance limitations,
we selected the Hyperledger Fabric blockchain [3] that aims at being modular and
offering privacy. Even thoughHyperledger Fabric v1.x is crash fault tolerant and does
not aim at tolerating malicious behaviors, there exists a prototype version [57] that
makes use of a BFT orderer (cf. Section 8 for more details) based on BFT-SMaRt.
BFT-SMaRt [12] is a modular BFT consensus protocol in which a stable leader sends
a proposal to all nodes that confirm its consistency in two all-to-all communication
steps, similarly to PBFT [20]. The goal of the test is to observe whether Hyperledger
Fabric could offer similar performance as its consensus or orderer component alone,
when run in the same environmental settings.

We ran the Hyperledger Fabric blockchain system and a BFT-SMaRt baseline
on four machines, each with Ubuntu Linux 14.04.1 LTS, hosted in Dell PowerEdge
R410 servers. Each machine has 32GB of memory and two quad-core 2.27GHz
Intel Xeon E5520 processor with hyper-threading. These machines communicate
through an isolated gigabit Ethernet LAN. The results were obtained with Hyper-
ledger Caliper [16] and are averaged over 5 runs with error bars showing the standard
deviation. Figure 2 depicts throughput for HLF-BFT for blocks of 10 (HLF-BFT10)
and 100 (HLF-BFT100) transactions of payload 4KiB and envelopes of 900 bytes,
HLF-Solo for blocks of 100 transactions (Caliper benchmarks could not complete
with blocks of 10) and a BFT-Only benchmarkwith blocks of 10 transactions.We can
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clearly observe that the Byzantine fault-tolerant orderer based on BFT-SMaRt [57]
performs 2× better than Hyperledger Fabric with the same version of this orderer.
Furthermore, the BFT-SMaRt replication library alone, without the required Fabric
machinery, can order 5×more 4KiB transactions per second than what was obtained
in the orderer [12].

5 Myth #3: Consensus is the bottleneck of distributed ledgers in
WANs

Section 4 showed that consensus is not necessarily the bottleneck of a blockchain
in a LAN. This result could be attributed to the blockchain prototype in use, and it
is interesting to explore whether the same observation would apply to a distributed
ledger like Corda [14] that aims at enabling businesses to transact in privacy using
smart contracts without necessarily chaining blocks. Additionally, Section 4 did
not contradict the belief that the consensus protocol could be the bottleneck of
a distributed ledger deployed on the Internet. A LAN typically offers bandwidth
resources that are not comparable to the resources one could obtain in a Wide Area
Network (WAN) subject to congestions, long distances, etc.

Here we push the study one step further by selecting a recent BFT consensus
protocol designed especially for distributed ledgers, DBFT [23]; two versions of
Corda, its public version and its enterprise edition; and running experiments across
four regions, in Australia, Brazil, Europe and USA. The goal of these new sets of
experiments is to pinpoint what overhead comes from the consensus itself and what
overhead comes from other parts of the distributed ledger. If consensus was truly the
bottleneck of the distributed ledger, the performance of the distributed ledger would
be comparable to the performance of its bottleneck when running in isolation.

Example: Corda

Corda is crash fault tolerant as it uses the Raft consensus algorithm and cannot
tolerate Byzantine failures. In fact, some of us tried deploying a BFT prototype of
Corda running on BFT-SMaRt in the past, however, we were not able to make it run
and the Corda developers recommended that we use the crash fault tolerant version
instead [38]. We thus modified Corda to use BFT-SMaRt and DBFT as consensus
algorithms. DBFT is a formally-verified consensus protocol [23, 61] that differs from
the previously-mentioned leader-based protocols as each of its = participants reliably
broadcasts its proposal to other nodes and spawn = binary consensus instances that
define a bitmask in order to output a decision.Wemeasure both the throughput of the
Corda distributed ledger, its public and enterprise version Corda 4.0-SNAPSHOT,
as well as the throughput of the BFT-SMaRt and DBFT consensus algorithms, as the
average observed over 4 runs on Amazon Web Services (AWS) EC2 instances. As
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in Corda, each transaction has a serialized size of 8KiB bytes (that is much larger
than the original size), we use the same transaction size for running the consensus
algorithms alone.

DBFT-Local(2 cores)
DBFT-World(2 cores)

Corda-Public-DBFT(2 cores)

Corda-Ent-DBFT(2 cores)
Corda-Ent-DBFT(36 cores)

Configuration

0

50

100

150

200

250

300

350

400

Th
ro

ug
hp

ut
 (t

x/
se

c)

6103

251

31 39

138

(a) Corda w/ DBFT vs. DBFT alone

16 20
# Server

0

250

500

750

1000

1250

1500

1750

2000

Th
ro

ug
hp

ut
 (t

x/
s)

BFT-SMaRt (Local)
BFT-SMaRt (World)
Corda/BFT-SMaRt (Local)

(b) Corda w/ BFT-SMaRt vs. BFT-SMaRt
alone

Fig. 3: The bottleneck of distributed ledger is not necessarily the consensus protocol.
(a) When running with the DBFT consensus, the public and the entreprise versions
of the Corda distributed ledger are significantly slower than DBFT alone. (b) When
running with the BFT-SMaRt consensus, the enterprise version of Corda runs slower
than BFT-SMaRt alone.

Figure 3a compares the throughput of DBFT and Corda with DBFT on 4 c5.large
instances, each with 1 hyperthreaded Intel Xeon 8124M core. We also add the
throughput of Corda enterprise with DBFT on 4 c5.9xlarge instances, each with
18 hyperthreaded Intel Xeon 8124M cores. We execute DBFT in two setups. In the
“DBFT-Local” setup, the 4 instances are in a single datacenter. In the “DBFT-World”
setup, each instance is in a separate datacenter located in Ohio, Frankfurt, Sydney
and São Paulo.We execute Corda in a local setup only as we did not manage to deploy
it on a geo-distributed setup. The result indicates that with comparable setups the
throughput of DBFT is 156× higher than the throughput we could obtain from any
version of Corda running DBFT with the same number of cores. Moreover, DBFT
executed on a georeplicated setup on a 2-core machine still has a throughput 1.8×
higher than Corda on a local setup with a 36-core machine, and 6.4× higher than
Corda on a local setup with a 2-core machine. We were not able to locate precisely
the cause of the Corda performance drop, however, we observe that Corda enterprise
performance increases with the number of cores. This seems to indicate that the
throughput of Corda is limited by computation.

On Figure 3b we compare the throughput of BFT-SMaRt and Corda enterprise
with BFT-SMaRt on 16 and 20 c5.4xlarge instances, each with 8 hyperthreaded Intel
Xeon Platinum 8275CL cores. Similarly to DBFT, deploy BFT-SMaRt in two setups.
In the “Local” setup, all instances are in the same datacenter. In the “World” setup,
instances are spread among 4 datacenters in Ohio, Frankfurt, Sydney and Sao Paulo.
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We execute Corda in a local setup only as we did not manage to deploy it on a geo-
distributed setup. We observe that, on a local setup, the throughput of BFT-SMaRt
is consistently more than 6× larger than the throughput of Corda. Moreover, even
when executed in a geo-distributed setup, the throughput of BFT-SMaRt is still more
than 2× larger than Corda executing in a single datacenter. Since the only difference
between BFT-SMaRt and Corda is the set of operations outside the consensus, this
performance gap indicates that these additional operations are the bottleneck of the
Corda distributed ledger.

6 Myth #4: CFT consensus algorithms are safe under Byzantine
faults

There is a misconception that CFT protocols are enough for implementing a safe
blockchain consensus. In particular, the possibility that Byzantine nodes can affect
the safety of these protocols is often overlooked: two recent consensus algorithms,
called Clique and Aura [41], have been integrated in two of the mostly deployed
blockchain software, called geth and parity, in order to cope with d=/2e − 1
Byzantine failures, a problem that is known to be unsolvable [13]. As a result, the
Attack of the Clones led to double-spending in two testnets running these soft-
ware [30], hence demonstrating, in practice, this safety violation. More generally,
consider a system with = nodes in which up to 5 can fail. In a practical system, where
there are no strict time bounds for communication, a node can wait for responses
from at most = − 5 nodes (a quorum) since up to 5 nodes can be faulty and never
answer. In such systems, quorums must intersect in at least one correct process to
ensure actions observed from a quorum (i.e., a subset of =− 5 nodes) are observable
from any quorum. In the crash failure model, all =− 5 responding nodes are correct,
and thus = > 2 5 (the number of nodes in any two quorums must be greater than
the total number of nodes in the system, i.e., (= − 5 ) + (= − 5 ) > =) is enough
to ensure intersection. In the Byzantine model, there might be faulty nodes in an
accessed quorum sending wrong values, therefore = > 3 5 (the number of nodes
in any two quorums must be greater than the total number of nodes in the system
plus the maximum number of “liars”, i.e., (= − 5 ) + (= − 5 ) > = + 5 ) and quorums
intersecting in at least 5 + 1 nodes.

Example: Raft

In Figure 4, one can see that two quorums of three nodes intersecting at one node
could be sufficient to ensure safety if nodes can only crash but would violate safety if
the intersecting node misbehaves by responding that no new transaction tx has been
written. Raft [51] is a CFT protocol currently employed in popular blockchains such
as Corda [14] and Hyperledger Fabric [3]. In Raft, a leader coordinates the replicated
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Fig. 4: A possible execution of a replicated write-then-read with a quorum size of
b=/2c + 1. We assume the quorum leaders are correct for simplicity. The execution
would be correct in a CFT model but is incorrect in a BFT model. The intersection
of BFT quorums should be larger than the intersection of CFT quorums for the
consensus protocol to guarantee safety. If the intersection contains only Byzantine
nodes, then the response obtained after reading from a quorum can violate safety,
which can be exploited to double-spend in cryptocurrency applications.

execution by writing the next transaction to be processed onto a write quorum and
then informs the client that its transaction is committed as depicted in the distributed
execution of Figure 4 where time increases from left to right. If, after this, the leader
fails before committing this transaction in all servers and a new leader takes over, this
new leader will read the pending transactions to ensure the same safety requirement
of the algorithm: that if some server committed this transaction, all servers will
commit it in the same position on the transaction log. If this new leader accesses
a read quorum that intersects with the write quorum in a single server (as in the
figure), and if this server is Byzantine and misbehaves, then it can lie about what
happened (ignoring or replacing the transaction) and make the new leader commit a
corrupted state, hence violating safety. This is precisely why, in contrast with Raft,
BFT systems typically use quorums whose intersections contains at least 5 +1 nodes.

7 Myth #5: A blockchain with signatures and hashes is secure

An important misconception is that cryptography could solve the same problem as
fault tolerance as illustrated by quantum-resilient efforts devoted on top of fundamen-
tally insecure blockchains [19]. In particular, public-key cryptosystems are typically
used in blockchains to ensure authentication: if a transaction is not signed by the
owner of the account from which it tries to withdraw, then it is rejected—meaning
that the signature is incorrect. Combined with hashes these signatures guarantee
tamper-evidence in that a non-authorized change will be easily detected as the hash
of the signed transaction will not correspond to the observed signatures. These guar-
antees are not sufficient for security to ensure for example that a client is observing
the right blockchain version. A malicious node could convince a client who acts as
a merchant that a transaction buying its product is committed while it is not. To do
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so, the malicious node presents a fake version of the blockchain where it appends
correctly signed transactions that it created without ever sending them to the actual
blockchain.

This misconception is illustrated by some recent efforts devoted to develop
quantum-resilient cryptographic software [19] on top of blockchain systems be-
cause these blockchains cannot tolerate the misbehavior of a single participant. In
fact, quantum resilience aims at coping with the misbehavior of a quantum computer
node to avoid asset theft, yet the misbehavior of a single node participating in the
underlying CFT blockchain is sufficient to produce this theft, hence defeating the
purpose of the quantum resilience.

Example: Raft

To guarantee that a client can truly identify whether its transaction is committed, it
must make sure that 5 + 1 nodes say so. If not, it risks to be a victim of a double
spending where the coins used in the supposedly committed transaction of the fake
version are actually reused in a truly committed transaction of the blockchain. Notice
that the use of signatures cannot help in the Raft scenario described in Myth #6. If
the write operation of the leader is signed in Figure 4, the Byzantine node on the
intersection cannot create a different proposal (with CG ′) for the leader, but it can still
hide it, stating it has not received any transaction at all. In this way, the transaction,
despite being confirmed to the client, will be “undone” from the system history,
opening up the possibility of double spending attacks that may be devastating for
financial applications. More generally, there exist various attacks against blockchains
that rely on delaying messages (e.g., selfish mining [31], eclipse attacks [39], BGP
hĳacking [5] and more generally man-in-the-middle attack [29]) that an attacker can
exploit to double spend without violating authentication or forging private keys.

8 Myth #6: Adding a BFT consensus to a CFT blockchain makes
it BFT

Modularity is important for enabling project collaboration at the heart of open
source communities. Due to this, several blockchain platforms have been built with
modular or replaceable components [3, 8]. Hyperledger Fabric separates the orderer
service in charge of ordering transactions from the endorser service in charge of
validating transactions to offer modularity [3]. In particular, Fabric offers several
interchangeable orderers: a centralized service, a CFT one, and an experimental
BFT one [57], hence illustrating this modularity.

A common mistake stems from extrapolating the guarantees offered by a module
of a blockchain system to the whole blockchain system, for example when using
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Corda in applications where a consortium of competitors do not trust each other,4 or
when using a BFT orderer within Hyperledger Fabric, which tolerates only crashes.
To illustrate this issue, let us consider a distributed ledger that tolerates only crash
failures, like Corda or Hyperledger Fabric—this type of distributed ledgers can
thus only run in a trustworthy environment as its guarantees would be violated if a
participant misbehaves. A developer who want to make the blockchain service more
robust may identify the consensusmodule as amodule that is limited by its crash fault
tolerance and be tempted to replace it by a more robust module offering Byzantine
fault tolerance. If the blockchain system is modular enough, then the developer
expects the BFT consensus module to have the same interface as the CFT module.
However, typical BFT services do not have the same interface as CFT services,
precisely because the acknowledgement of a Byzantine server does not convey the
same guarantee as the acknowledgement of a correct server. Figure 5 depicts the
problem that might happen when the interface remains unchanged while the model
changes from CFT to BFT: the client might be fooled by a flawed acknowledgement
coming from a Byzantine front-end while it could only receive correct servers in a
CFT model.

BFT
Consensus

FrontendClient

lie
Byzantine 
node

Fig. 5: A client contacting a single Byzantine front-end server makes the BFT
consensus useless. This is why, replacing one component of the software architec-
ture is rarely sufficient to make a blockchain originally tolerant to crash failures, a
blockchain that also tolerates Byzantine failures.

Example: Hyperledger Fabric and BFT-SMaRt

Hyperledger Fabric [3] defines a modular architecture for supporting permissioned
blockchains, which is used in production since version 1.0.5An important component
of this architecture is the orderer service, a group of nodes responsible for ordering
and packing transactions into blocks. At the time of writing, Fabric supports only
CFT orderers: one based on Apache Kafka and another based on CoreOS’ Raft
implementation. In both cases, a single front-end/server receives the transaction to
be ordered, and produces and signs the block (with ordered transactions) in the

4 https://www.corda.net/samples/

5 https://www.fintechfutures.com/2017/03/ibm-cloud-launches-enterprise-ready\
-blockchain-for-hyperledger-fabric/.

https://www.corda.net/samples/
https://www.fintechfutures.com/2017/03/ibm-cloud-launches-enterprise-ready\-blockchain-for-hyperledger-fabric/
https://www.fintechfutures.com/2017/03/ibm-cloud-launches-enterprise-ready\-blockchain-for-hyperledger-fabric/
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end. This design still tolerates crashes because there are redundant front-ends in the
system, and in case of failures a backup front-end takes over the role. However, in this
model, even if we replace Raft by PBFT [20] the front-end of the ordering service
will still be receiving and signing the block. An experimental BFT orderer available
for Fabric [57] changes this design to make the server create a block and sign it,
however, it impacts modularity. In the end, the final generated block is signed by at
least 5 +1 servers. Yet, this change requires additional changes in other modules, say
to verify these 5 + 1 signatures. This shows that replacing a module was insufficient.

9 Myth #7: BFT consensus needs a linear message complexity

It is often the case that bad consensus performance at large scale is attributed to the
all-to-all communication pattern of state-of-the-art consensus protocols [22, 64, 66].
In fact = servers sending messages to all other servers necessarily lead to a quadratic
messages complexity [12, 20, 21]. As a result, lots of efforts have been devoted
to replacing all-to-all message exchanges by one-to-all exchanges [1, 7, 8, 42, 66].
The consensus protocol at the heart of Facebook’s blockchain [66] is a typical case
which uses threshold signatures to replace all-to-all by one-to-all communications.
This result in a linear message complexity for the steady state case. It appears that
improving this message complexity does not necessarily lead to better performance.
Several factors may limit the throughput of a replicated state machine before the
message complexity becomes an issue. Some of these factors are the computational
cost of cryptography (cf. Myth #11), the latency of writing new blocks to stable
storage [11], the unique value decided per consensus instance (cf. Myth #12), and
the use of a slow leader [9, 4].
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Fig. 6: Linear message complexity does not always bring good performance. The
throughput of DBFT, which has a quadratic message complexity, is always higher
than HotStuff, which has a linear message complexity in the steady state. This is
because DBFT balances the network load on more links.
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Example: HotStuff vs. Democratic BFT (DBFT)

In Figure 6,we compare the throughput of two systems,HotStuff [66] andDBFT [24],
when the number of server increases on two different setups. On the “Europe” setup,
a total of 64 or 128 servers run in four different AWS datacenters in Ireland, London,
Paris and Frankfurt. On the “World” setup, a total of 80 servers run in four different
AWS datacenters in Ohio, Frankfurt, Sydney and São Paulo. Each server is an AWS
EC2 c5.xlarge instance with 2 hyperthreaded Intel Xeon 8124M cores for a total of
4 hardware threads. HotStuff has a linear message complexity while DBFT has a
quadratic message complexity. The DBFT replicated state machine does not use any
specific optimization and is written in Java. HotStuff replicated state machine uses
pipelining to reduce communication delays and iswritten inC++.Weuse transactions
of 400 bytes, which is a typical Bitcoin transaction size. We observe that DBFT has
a throughput up to 11× larger than HotStuff in the “Europe” setup and 16× larger
in the “World” setup despite the fact that HotStuff has a better message complexity.
We explain this difference by the fact that the HotStuff consensus is leader based and
uses expensive threshold signatures while DBFT consensus is leaderless and its most
expensive operation is a cryptographic hash. While we do not deny the impact of
message complexity, we stress that other bottlenecks limit a consensus performance
before message complexity becomes an issue.

10 Myth #8: Reconfiguring consensus participants is easy

Consortium blockchains rely on a globally known set of participants. This set of
participants does not change while the consensus decides a new block. However, it
is necessary or even desirable to change this set regularly between the consensus
executions (e.g., to prevent bribery attacks). This operation, called reconfiguration
or membership change, seems to be a built-in feature of some blockchains. For
example, Tendermint design mentions a validator set changes [58] but unfortunately
this requires to shutdown the blockchain. One of the challenge is purely related to
software design as it is generally hard for a complex system to handle components
hotplug [40, 47]. A more subtle issue is the possibility of blockchain forks when
reconfiguration is employed, since participants already removed from the group can
be compromised and cope with the ledger [11]. More generally, the challenge is for
the system client to know where to send requests as the participant set changes over
time. This last challenge is especially hard since a malicious frontend could always
present fake participant set in a scenario similar to Myth #8.
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Examples: Hyperledger Fabric and Tendermint

Hyperledger Fabric aims at supporting membership changes without compromis-
ing the network, however, it still “requires that the peer or orderer process is
restarted”.6 Tendermint mentions validator set changes [58], however, this requires
an external application that handles those reconfigurations.7 BFT replication sys-
tems like BFT-SMaRt also require a trusted external application to manage such
reconfigurations [12]. New implementations to reconfigure the Byzantine consensus
participants rely on consensus protocol themselves and need a trusted domain name
system to catch up with the latest configuration [62], and a forgetting protocol to
ensure removed participants are unable to validate blocks from an invalid fork [11].
These new implementations make it possible for alive participants (i.e., participants
being notified of configuration changeswhen they happen) to keep track of the system
configuration. However, participants joining the system for the first time or catching
up after being offline still have to rely on a permissioned trusted infrastructure that
cannot be reconfigured, hence falling back on the initial challenge.

11 Myth #9: Blockchain performance is not limited by the
cryptography

Blockchain is believed to be bottlenecked by the large bandwidth consumed by its
Byzantine consensus component. This is the reason why substantial efforts were de-
voted to reduce communication complexity at the price of increasing CPU overhead
through the use of threshold signatures [66] (cf. Section 9). There is, however, a
CPU bottleneck induced by the cryptographic verification of transaction signatures
inherent to blockchain systems [24, 60] that is often neglected. In particular, this
CPU-intensive verification is necessary to ensure that a Byzantine node does not
withdraw an amount of assets from the account of someone else. Each transaction
has thus an associated signature that needs to be cryptographically verified. This
verification limits the speed at which the blockchain can commit transactions.

Example: Redbelly Blockchain

Redbelly Blockchain [24, 59] relies on verification sharding to minimize the number
of verifications needed per transaction and to maximize its performance. The idea is
to have each transaction being verified by between 5 + 1 and 2 5 + 1 nodes instead

6 https://hyperledger-fabric.readthedocs.io/en/latest/msp.html.
7 See Section 7.1, second paragraph, of https://atrium.lib.uoguelph.ca/xmlui/
bitstream/handle/10214/9769/Buchman_Ethan_201606_MAsc.pdf?sequence=7&
isAllowed=y

https://hyperledger-fabric.readthedocs.io/en/latest/msp.html
https://atrium.lib.uoguelph.ca/xmlui/bitstream/handle/10214/9769/Buchman_Ethan_201606_MAsc.pdf?sequence=7&isAllowed=y
https://atrium.lib.uoguelph.ca/xmlui/bitstream/handle/10214/9769/Buchman_Ethan_201606_MAsc.pdf?sequence=7&isAllowed=y
https://atrium.lib.uoguelph.ca/xmlui/bitstream/handle/10214/9769/Buchman_Ethan_201606_MAsc.pdf?sequence=7&isAllowed=y
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Fig. 7: The performance of Redbelly Blockchain decreases with the number of
verifications of transaction signatures that is linear in the fault tolerance.

of all nodes in order to minimize CPU consumption. Figure 7 depicts the through-
put (expressed in 400-byte transactions per second) of Redbelly when increasing the
number of failures 5 on 140 c4.8xlarge AWSVMs geo-distributed on four continents
(see details in [24]). The performance decreases linearly with the system’ fault toler-
ance 5 precisely because the number of verifications per node increases, illustrating
the negative impact of verifications on the throughput of Redbelly Blockchain. Note
that similar observations have been made in the context of Hyperledger Fabric [60]
where the caching of verified endorsement certificates led to significant performance
improvements.

12 Myth #10: Blockchain needs to solve the classic consensus
problem

A blockchain system needs a consensus protocol to totally order a series of blocks in
order to guarantee that the blockchain it implements remains a chain. If disagreement
happens, then the blockchain forks,making the systemvulnerable to double spending.
As participants can be incentivized to steal assets from others, most systems resort to
traditional Byzantine consensus protocols [52], which ensures (1) agreement in that
correct nodes cannot decide different values, (2) termination in that a correct node
eventually decides, and (3) validity in that the decided value is one of the proposals.
This is what is done in most blockchain systems that rely on a BFT consensus:
Tendermint consensus [43] uses a variant of DSL [27], Facebook’s Libra [8] uses
HotStuff [66], and an orderer of Hyperledger Fabric uses BFT-SMaRt [12].

These protocols share the same goal of guaranteeing that only one proposal among
all the proposals of the system get decided. This means that if each server proposes
$ (1) transactions to the consensus service, then the number of transactions decided
by the consensus is $ (1), regardless of the number of servers participating in the
protocol. This happens because they ensure this classic notion of consensus validity
where the value decided is one of the proposed values. There are variants of the
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Fig. 8: A protocol solving the classic consensus definition would commit less trans-
actions than one solving predicate-based validity consensus.

consensus problem definition for the Byzantine model that replace this property.
For instance, in interactive consistency [44], which is well suited for synchronous
system but cannot be solved in a partially synchronous environment, the proposed
values of all correct nodes are obtained in the end. Another definition is vector
consensus [26, 50] that requires servers to decide the same vector containing at
least 5 + 1 values proposed by different servers, where 5 is the maximum number
of Byzantine failures. Unfortunately, in blockchain systems one cannot guarantee
that 5 + 1 values are valid and thus, we would need to select the union of the valid
transactions in each vector position. In particular, proposers (or miners) typically
group transaction requests from client and cannot guarantee that all the received
transactions are valid. An alternative to this problem is thus to relax the validity
further to only accept values as long as they are deemed valid by the application (e.g.,
are correctly signed [12, 17]), but without any restrictions on their numbers [23, 24].

Example: validity predicate-based Byzantine consensus problem

With this new consensus definition called validity predicate-based consensus [23],
one can thus have distinct servers collecting transaction requests from the clients
and then propose a batch of these transactions to a common consensus instance. If
each of = server propose distjoint batches ofΩ(1) transactions, and provided that the
transactions are correctly signed, then the number of transactions that can be decided
at the end of the consensus is Ω(=). This approach is currently implemented in the
pipeplined Byzantine state machine replication, called Dispel [63], and in Redbelly
Blockchain [24, 59] in the form of a Set ByzantineConsensus solution. As depicted in
Figure 8, the number of committed transactions per consensus instance is linear in the
number of servers participating and the throughput of the blockchain system grows
with the number of servers (until exhaustion of some resources). This Byzantine
consensus variant is especially designed for the geo-distributed environment of
blockchains.
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Final Remarks

Related work. Although we are not aware of any work focusing on debunking
blockchainmyths, there are several research papers presenting evidence contradicting
previous claims about blockchain consensus. Armknecht et al. [6] show that some
assumptions listed in the Ripple consensus protocol white paper are not sufficient to
ensure its safety. Cachin and Vukolić [18] explain that proof-of-work blockchains do
not offer finality. Amoussou-Guenou et al. give counter-examples where Tendermint
core does not solve consensus [2]. Saltini and Hyland-Wood [54] explain that the
consensus at the heart of the Quorum blockchain does not terminate. Tholoniat
and Gramoli [61] explain that the consensus at the heart of HoneyBadgerBFT does
not terminate and argue in favor of formal verification. We ourselves rely on the
correctness of consensus protocols to debunk these myths, but we have chosen the
BFT-SMaRt library that has been publicly available for more than a decade [12] and
Democratic BFT [23] that has recently been formally verified using parameterized
model checking [10].

Prior to this work, various efforts were dedicated to evaluating the performance
of distributed ledgers. BFT-Bench [37] predates blockchains and evaluates mul-
tiple BFT consensus algorithms. Blockbench [25] as well as [53] compare the
performance of proof-of-work blockchains against private blockchains. Han et
al. measures the number of participants at which the performance of blockchain
drops [38]. Some evaluate proof-of-authority blockchains [45] that rely on a set
of = authoritative validators among which at most 5 can be Byzantine to run the
consensus. An evaluation focuses on comparing the performance of Byzantine Fault
Tolerant blockchains [56] whereas the recent Diablo benchmark allows to measure
blockchain performance under realistic workloads [35].

Conclusion.We presented ten myths on blockchain consensus that represent misun-
derstandings about the performance and trust model of existing applications. Since
consensus is a key element of blockchain and distributed ledger systems and is instru-
mental in the design of fault-tolerant replicated state machines, these misconceptions
can lead to dramatic consequences, including asset losses in financial applications.
In fact, several blockchains have been built to offer crash fault tolerant consensus,
however, adapting them to work in an adversarial context is not trivial. It is thus
crucial to debunk these myths to strengthen the security of future blockchain-based
applications to be put in production. We argue that it is possible for application
designers to rethink blockchains with built-in Byzantine fault tolerance to offer
reasonable performance after identifying the right bottlenecks.
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