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Abstract—Blockchains have captured the attention of many,
resulting in an abundance of new systems available for use. How-
ever, selecting an appropriate blockchain for an application is
challenging due to the lack of comparative information discussing
core metrics such as throughput, latency and scalability. Although
a number of efforts have been devoted to performance evaluation,
there is limited work dedicated to blockchains that are both
efficient, due to avoiding complex Proof-of-Work cryptopuzzles,
and secure, because they solve consensus deterministically despite
Byzantine failures. In this paper, we evaluate the performance
of three permissioned blockchains that cope with such malicious
behavior, namely Burrow, Quorum and Red Belly Blockchain.
To this end, we modified the Hyperledger Caliper benchmark to
solve three main limitations: unnecessary overheads, offloading
cryptographic signatures and multiplying clients. Our results
identify the maximum send rate that Burrow and Quorum can
process, and that Red Belly Blockchain can offer an 8-times
higher throughput than the other blockchains.

Index Terms—Benchmark, Byzantine fault tolerance, perfor-
mance

I. INTRODUCTION

The plethora of blockchain proposals and their evaluation
in isolation of one another raised questions on the suitability
of a particular proposal for a targeted application. As of today,
there are approximately 1045 blockchains available' but very
little information on their benefits in terms of throughput,
latency and scalability. When this information is provided [1],
[2], [3], it often results from tests run by the developers of
the blockchain, in isolation of other blockchains, and within
a very specific experimental environment.

As a result, the open source community [4] as well as
the database community [5] have started designing bench-
marks that would allow the performance comparison of var-
ious blockchains on the same grounds. The former attempt
targets only blockchains offering smart contracts and pre-
vents comparison against transaction-based blockchains (e.g.,
Bitcoin [6]). The latter attempt compares blockchains that
are made inherently slow to cope with potentially malicious
permissionless users (e.g., Ethereum [7]) to blockchains that
cannot tolerate malicious participants (e.g., Hyperledger Fab-
ric [8]).

Despite these preliminary efforts, to our knowledge there is
no thorough evaluation of secure blockchain systems. In this
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paper, we tackle this problem by thoroughly evaluating the
performance of three blockchain systems that are secure in
that they tolerate Byzantine failures, namely Burrow [9], Quo-
rum [10] and Red Belly Blockchain [11]. These blockchain
systems were precisely designed to either support financial
workloads, offer scalability or be efficient. Interestingly, eval-
uating the performance of blockchains led us to identify and
remedy three major drawbacks that have plagued previous
evaluations of blockchain systems:

1) Distributed workload generation. Some benchmarks
have been designed in a centralized fashion, having a
single client machine, potentially running multiple con-
current client software, to send requests to the blockchain
nodes [12]. As blockchains are distributed systems that
aim at scaling to large numbers of participating nodes,
it is crucial to generate a workload sufficiently high to
stress test these numerous blockchain nodes. Without
provisioning enough physical client resources, the risk
is that an experiment may report performance that is
misleadingly capped by the client resources rather than
representing the true capacity of the blockchain itself.

2) Limiting misleading overheads. For the sake of sim-
plifying deployment and monitoring, several blockchain
systems come with packaging options that limit their
access to physical resources. Caliper [4] requires a docker
container for ease of deployment?, yet containers are
known to induce unnecessary overheads [13]. Distributed
synchronization services help monitoring blockchains,
like Zookeeper, but these services are known to bot-
tleneck at the leader network interface, hence offering
results that could be misleading [14]. It is thus crucial
to limit the effects of these levels of indirections on the
observed performance.

3) Offline cryptographic preprocessing. The cryptographic
functions to guarantee the authentication in a blockchain
system were found particularly CPU-intensive at various
occasions [11]. Part of these CPU-intensive tasks are
produced on the client side: the benchmark should sign
sufficiently many transactions to generate a workload.
Benchmarks that measure the time needed to produce

Zhttps://github.com/hyperledger/caliper/blob/master/packages/caliper-tests-
integration/ethereum_tests/networkconfig.json.
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this CPU-intensive workload, like [4], return a biased
throughput that does not represent the capacity of the
blockchain system but that is limited by the time it took
for the benchmark to sign the transactions to be sent.

Addressing these issues and deploying up to 32 Amazon
Web Service (AWS) c4.xlarge virtual machines (VMs) was
sufficient to outline important differences between Byzantine
fault tolerant (BFT) blockchains. In order to fairly evaluate
these blockchain systems, we modified Caliper to avoid the
aforementioned limitations. Interestingly, we identified that
Burrow would fail at high workloads and Quorum would offer
performance almost one order of magnitude lower than Red
Belly Blockchain.

We do not pretend that our proposal aims at evaluating all
blockchains. First, proof-of-work blockchains can be made
arbitrarily slow in order to increase their security. Although
proof-of-authority blockchains can be compared to BFT ones,
they often require parameterizing the block period that dictates
their performance as well. Second, we observed that many
BFT blockchains are not stable and at too early stages to
be evaluated. Finally, the performance evaluation of smart
contracts is out of the scope of this paper and left to future
work.

II. BACKGROUND AND RELATED WORK

Blockchain benchmarks are often developed and tailored
specifically for one blockchain. It thus makes it hard to
compare the performance of blockchains as they are usually
obtained in different benchmarks. To solve this issue, a number
of benchmarking frameworks have been developed to compare
different blockchains or its consensus component on the same
ground.

a) Caliper: Hyperledger Caliper [4] is a benchmark-
ing framework aimed at measuring blockchain performance
through defined use-cases. Currently, Caliper supports Hyper-
ledger’s blockchains such as Fabric, Sawtooth, Iroha, Burrow
and Besu, but is also planned to support Ethereum. Caliper’s
pre-defined workloads specify which contract is called, which
functions are used and the rate at which the transactions are
sent. It outputs success rate, transaction and read throughput,
transaction and read latency and resource consumption. At the
time of writing, Caliper has minimal support for distributed
worker client machines.

b) Blockbench: Blockbench [5] provides a number
of workloads ranging from blockchain specific use-cases
to more traditional database system benchmarks such as
YCSB [15]. Currently, Blockbench compares a crash fault
tolerant blockchain (Hyperledger Fabric) to a BFT blockchain
(Quorum) and to a proof-of-work blockchain (Ethereum). Our
focus is on comparing exclusively BFT blockchains as they
are appealing to critical applications.

c¢) Chainhammer: Chainhammer [12] provides a
benchmark framework supporting only Ethereum-compatible
blockchains, based on different consensus algorithms (geth
clique [16], parity aura [17], and Quorum’s [10] RAFT and
IBFT). This benchmark provides metrics of transactions

per second, block information. Chainhammer was used to
experiment blockchains under varying machine sizes, but not
to test scalability.

d) BFT-Bench: BFT-Bench [18] measures the perfor-
mance of various BFT State Machine Replications (SMRs)
executing a sequence of consensus instances for distributed
replicas to agree on a common state, similar to blockchain
nodes agreeing on a block. However, SMRs do not support
signature and verification of transaction requests that are nec-
essary in blockchain systems. These verifications are known to
significantly impact blockchain performance [11], this is why
we take these into account in our evaluation.

e) Simulators: BFTSim [19] simulates the execution of
BFT consensus algorithms and run on top of an ns—2 network
simulator. It allows researchers to rapidly test a BFT algorithm
after writing it in a declarative specification language and
simulates its cryptographic operations. BlockSim [20] aims at
simulating different blockchains using a discrete-event model
to scale to a large number of nodes. BlockSim was used to
simulate Ethereum and Bitcoin and demonstrated that the cost
of encrypting communications is costly. Our evaluation does
not rely on a specific model and assess the performance a BFT
blockchains user can experience in a real environment.

f) Crash fault tolerant distributed ledgers: Hyperledger
Fabric [8] and Corda [24] are two permissioned distributed
ledger technologies. Unfortunately, there is no full fledged
solution of these distributed ledgers offering Byzantine fault
tolerance, so we excluded them from our evaluation. Although
a research prototype of the orderer of Hyperledger Fabric
builds upon BFT-SMaRt and tolerates Byzantine behaviors,
the full system of Fabric v1.x has not been designed towards
this goal. An initial version of Corda was originally designed
to build upon BFT-SMaRt, however, this version is not stable
and the developers recommend to use the version based on
Raft that cannot tolerate intrusions [25].

g) Blockchains requiring synchrony: Other blockchain
systems do not tolerate unexpected message delays. They
assume synchrony [26] and an attacker may double spend
if some messages get unexpectedly delayed [27]. These
blockchains are thus vulnerable in large networks to attacks,
natural disasters or human misconfigurations, like in the In-
ternet. Solida [28] assumes synchrony even though it builds
upon PBFT [29]. Dfinity [27] is proved under synchrony but
executes in asynchronous rounds. Avalanche [30] is analyzed
under synchrony but is conjectured to work under partially
synchrony. Omnil.edger [31] needs synchrony to assign par-
ticipants to shards.

h) Ethereum for permissioned settings: Even though
Ethereum [7] is originally a proof-of-work blockchain, it
has been deployed in permissioned environments, like the
environment we consider. A key difference between Ethereum
and the BFT blockchains we study here, is that Ethereum
assumes synchrony [32] whereas the blockchains we consider
here simply assume partial synchrony [26], hence the latter
blockchains do not need to know the time it will take to
deliver a message. Proof-of-authority has been proposed in



TABLE I: Comparison of selected BFT blockchains

Blockchain Consensus Fault tolerance Developer Goals
Burrow [9] Tendermint [21] n>3f Hyperledger Simplicity and speed?
Quorum [10] IBFT [22] n>3f J.P. Morgan Financial applications4
Red Belly [11] DBFT [23] n>3f U. Sydney and CSIRO Security and scalability’

Ethereum as an alternative to avoid the difficulty parameter of
proof-of-work. It was shown to offer a throughput of up to
84 transactions per second [33], however, it requires selecting
a block period and it has proven vulnerable in partially
synchronous settings [34].

i) Permissioned Blockchain Performance: There have
been a number of other works performing analysis on per-
missioned blockchains. Pongnumkul et al. [35] perform an
analysis of Ethereum against Hyperledger Fabric in a permis-
sioned context. The benchmark results utilize smart contract
invocations to compare throughput and latency, highlighting
that Hyperledger outperforms Ethereum with throughput and
latency. Leppelsak [36] presents a thesis performing analysis
of private blockchains utilizing Hyperledger Caliper. The paper
highlights Hyperledger Fabric’s performance with varying lev-
els of transaction requests and interacts with smart contracts.
Similarly, Thakkar et al. [37] presents experimental analysis of
Hyperledger Fabric and optimizations made to increase overall
throughput.

Baliga et al [38] present the most comparable performance
analysis to ours, but utilizes Caliper to evaluate exclusively
the Quorum blockchain. This analysis provides insights into
how Quorum’s configurations effect the overall throughput and
latency, focusing directly on the impact of changes to Quorum.
In this paper, we utilize the Quorum extension of Caliper
to provide comparisons against other blockchains; namely
Burrow and Red Belly Blockchain. We analyze how the
performance of Quorum with default configurations compares
against others with similar environmental setups.

III. BYZANTINE FAULT TOLERANT BLOCKCHAINS

In this section, we present the BFT blockchain systems that
we evaluate and the ones we could not evaluate. A summary
of the blockchains we evaluate can be seen in Table I where
n is the number of nodes and f is the number of Byzantine
failures they tolerate.

A. Burrow

Burrow [9] is a blockchain optimized for the proof-of-
stake setting. It does not run proof-of-work, which allows for
higher performance and can run as a consortium or private
blockchain that tolerates Byzantine failures. It supports both
the Ethereum Virtual Machine (EVM) and the Web Assembly
(WASM) programming language. Its builds upon the Tender-
mint algorithm [21] to reach consensus.

B. Quorum

Quorum [10] is a permissioned blockchain system that
builds upon the Istanbul Byzantine Fault Tolerant (IBFT)
consensus protocol [22]. Although the initial version of IBFT
suffered from a liveness issue, some fixes were proposed [22].
Quorum targets financial applications and can treat EVM-
based smart contracts.

C. Red Belly Blockchain

Red Belly Blockchain [11] builds upon the leaderless DBFT
consensus protocol [23] that was designed for blockchains.
Instead of having a leader imposing its proposal, it combines
multiple proposals into a superblock to scale to large numbers
of nodes. It spawns multiple instances of a binary consen-
sus algorithm that was recently proved correct using model
checking [39]. In addition to avoiding the leader, Red Belly
Blockchain supports a UTXO model and exploits verification
sharding to avoid having all nodes verifying the exact same
sets of transactions in order to scale to hundreds of geo-
distributed nodes. We interpret scalability as the ability for
performance not to deteriorate as we increase the system size.

D. Unsupported blockchains

Most BFT blockchains are either no longer supported or
their code was made proprietary, and offer at best a non-stable
version. Ethermint [40] is the combination of Tendermint, a
BFT consensus algorithm [21], with the Ethereum Virtual
Machine (EVM). At the time of writing it is at the pre-
alpha development stage® and despite our efforts we could
not deploy it on a distributed system.

Concord” is a permissioned blockchain that builds upon
the Byzantine fault tolerant consensus algorithm SBFT [41]
and is compatible with the EVM. The consensus algorithm
was evaluated within a key-value store application and a
blockchain application, however, the developers could not
help us make the publicly available version of SBFT run on
multiple machines. While it might be possible to deploy a
proprietary version, its code is not available so we could not
compare it to other blockchains.

SMaRtChain [42] presents a permissioned blockchain uti-
lizing BFT-SMaRt with reconfigurable consensus to maintain
state machine replication, showing promising results. The
blockchain layer provides an example execution by supporting
value transfer transactions and the consensus layer is compat-
ible with state execution models such as the EVM. Although

Ohttps://github.com/ChainSafe/ethermint.
7https://github.com/vmware/concord-bft
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Fig. 1: 4,8 and 32 Burrow nodes - 1 Caliper client machine

SMaRtChain provides a permissioned BFT blockchain, it does
not provide methods to interact with the chain that can be
utilized within Caliper’s benchmark model.

IV. EVALUATION ON A DISTRIBUTED SYSTEM

In this section we present the experimental results achieved
using Burrow, Quorum and Red Belly Blockchain on a dis-
tributed system. To this end, we modified the Hyperledger
Caliper benchmark to interact with Red Belly Blockchain
and to overcome three limitations by (1) removing unneces-
sary overheads, (2) offloading cryptographic signatures and
(3) multiplying clients. Section IV-A describes the experi-
mental settings, Section IV-B presents the initial experiments
run with Burrow and Red Belly utilising a single Caliper
client machine, Section IV-C introduces multiple Caliper client
machines while Section IV-D shows the comparative results
achieved for Burrow, Red Belly and Quorum.

A. Experimental Settings

In the remainder, we refer to client as the benchmark
runtime sending the transaction requests, and to server as the
blockchain runtime receiving and treating the requests. We
deployed each of the servers as well as each of clients on
separate Amazon Web Services (AWS) EC2 virtual machines
(VMs). Each considered VM is a c4.xlarge instance with 4
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Fig. 2: Failed transactions for Burrow

Intel Xeon E5-2666v3 vCPUs running at 2.9 GHz with 7.5 GiB
of memory and provided with “High” network performance
as defined by Amazon. Each experiment is run at least 5
times for a duration of 20 seconds with a minimum send
rate of 200 transactions per second (TPS). As a result each
individually plotted data point in our graphs corresponds to
the performance computed over at least 20,000 transactions.
The error bars, when present, indicate the standard deviations.

In order to minimize the cryptographic overheads, we pre-
generate the signatures of the transactions offline before col-
lecting the statistics on the performance: once the transactions
are pre-generated and correctly signed, the clients start sending
them with specific send rate and measuring the performance of
the blockchain servers. This decoupling between signing and
evaluating the performance is necessary in order to avoid client
bottlenecks induced by the CPU-intensive signing process at
the client side. In order to minimize unnecessary overheads,
we do not make use of additional middleware or virtualization
layers like Zookeeper or docker.

B. A Workload that does not Overload the Blockchain

We start our series of experiments with a simple configu-
ration where we dedicate one VM located in Oregon to the
benchmark client and between 4 and 32 VMs to the blockchain
servers. This client VM sends all its requests to the same
blockchain server during the entire experiment. In order to
achieve fault tolerance, this server must communicate with



1500 10

1250 et 8 @
Q < % =~
4

E.1000 S 5
5 s 7 6 %
2 750 A S
[=) -7 4 Y
3 s00™ g
= Tt >
250 o 2 g

/

N4

0 500 1000 1500 2000 25(5)0
Send Rate (TPS)
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other servers before the requests can be fully treated by the
service.

1) The limited capacity of Hyperledger Burrow: Fig. la
depicts the performance of the Burrow blockchain with n €
{4, 8,32} blockchain servers or Burrow nodes. To this end,
we measure the throughput—expressed as the number of
transactions treated by the blockchain service per second
(TPS)—as we increase the client send rate from 100 to 3000
TPS. We observe that the peak throughput of Burrow is 311
TPS, which is achieved with a send rate of 500 TPS. When
the send rate increases further, the throughput decreases as
the server struggles to keep up with the send rate increase.
We further observe that once the send rate reaches 2,000
TPS, Burrow begins to fail. Interestingly, we observed that
a benchmark containing numerous rounds resulted in more
frequent system crashes than one-round benchmarks.

Fig. 2 depicts the corresponding failure rate as the percent-
age of failed transactions for each benchmark run with a send
rate of 2,000 TPS or 3,000 TPS. At 2,000 TPS the blockchain
handles the load most of the time at 4 server nodes but begins
to fail most of the time at 8 and 32 nodes. Once the send
rate reaches 3,000 TPS, the blockchain fails transactions on
every run of the benchmark regardless of the number of nodes.
Throughout the execution of the benchmark, we observed that
a benchmark containing numerous rounds resulted in system
crashes more frequently than one-round benchmarks.

2) Red Belly performance increases with the workload:
We evaluate Red Belly Blockchain similar to the previous
Burrow experiment, with one client sending requests to the
same blockchain server. Fig. 3 depicts the throughput of Red
Belly as we increase the send rate with n = 4 server nodes.
As opposed to Burrow, Red Belly highest throughput reaches
1,395 TPS with a send rate of 2,000 TPS. As the throughput
keeps increasing with the send rate indicates that it is probably
not the peak capacity of Red Belly. Moreover, the fact that
no transactions fail confirms a previous observation that Red
Belly Blockchain offers starvation freedom: every correctly
submitted transaction gets eventually committed.
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3) Adjusting the workloads: The previous results illustrated
the problem of stress testing a single server node with a single
client node. First, as the performance of Red Belly keeps
increasing with the send rate, one can provision more client re-
sources to identify faster the Red Belly peak capacity. Second,
the instability of Burrow indicates that each benchmark should
only be run with a single test round to minimize failures.
This is the reason why we multiply the number of clients and
balance their send rate to multiple servers in Section IV-C.

C. On the Need of Multiple Benchmarking Clients

We now explore whether a higher throughput can be
achieved by multiplying the client machines. As before, we
experiment with Burrow and Red Belly. At the time of
implementation, Caliper had minimal support for distributed
worker client machines, so we first modified Caliper.

1) Caliper modifications: We wrote scripts to configure
and launch multiple client instances on separate VMs and
orchestrate the benchmark. One of the scripts launches the
specified number of client and server nodes through AWS
CLI It then configures Caliper with network parameters and
launches simultaneously the benchmark on multiple VMs,
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running Ubuntu 18.04 LTS and NodeJS v10.13.0 and located
in the AWS Seoul region. The benchmark was configured to
run one test round with the simple benchmark configuration.
The throughput is now computed as the sum of the throughputs
reported by each client node.

2) The More Clients, the Higher the Load: Fig. 4a shows
the performance of Red Belly Blockchain as the number of
nodes increases for send rates of 1,000 and 2,000 TPS. The
peak throughput of 6,375 TPS is achieved with 12 clients
each sending 1,000 TPS to 12 Red Belly servers. Fig. 4a
shows that when the send rate of each client is 2,000 TPS the
throughput is not as high, indicating that there is an optimal
send rate before the client overloads the server. Fig. 4b show
the throughput of Burrow in two different length experiments
with 4 servers and 4 clients as the send rate increases. The

result indicates that for a sending rate above 100 TPS, Burrow
achieves lower throughput in an experiment of 100s than in
an experiment of 20s. This is mainly due to the blockchain
system not being able to process transactions fast enough,
which results in an increased number of failed transactions
and hence a lower measured throughput.

3) Observation: Improvements during these experiments
highlighted that better results are observed when using dis-
tributed Caliper clients, each sending simultaneous transac-
tions to the blockchain servers. We observed that there exists
an optimal send rate and optimal duration for a benchmark to
observe peak performance, as blockchain nodes may become
overloaded with high send rates, and longer benchmarks may
stack unprocessed transactions leading to memory issues or
failed transactions.
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These observations led to benchmarks being standardized
to 20 seconds, as well as utilizing multiple configurations to
determine the optimal send rate prior to final metric gathering.

D. Comparing Blockchain Performance

The next set of experiments compares the three blockchain
systems namely, Burrow, Red Belly and Quorum. To this end,
we deployed multiple Caliper client machines, each sending
transactions simultaneously to the same number of blockchain
servers at an optimal send rate with an increasing number of
blockchain and client nodes.

1) Large Performance Variations per Blockchain: We com-
pare the performance of the three blockchains, Burrow, Red
Belly Blockchain and Quorum, by measuring their throughput,
latency and scalability as the system enlarges. We first present
isolated results indicating the total throughput, the throughput
per server as we change the send rate and the latency for each
blockchain (Fig. 5, 6 and 7) before plotting the performance
of the three blockchains on the same graph (Fig. 8).

Fig. 5 depicts the Red Belly performance with a send rate
of 1,000 TPS. Fig. 5a shows that the throughput increases
as the number of nodes increases and eventually plateaus to
a constant throughput. The peak throughput of 6,375 TPS is
achieved with 12 Red Belly nodes and a corresponding latency
of 12s. Although the total throughput increases, the average
throughput per node decreases from 906 TPS down to 237
TPS as the number of nodes increases, as can be seen from
Fig. 5b. This is due to the superblock optimization of Red
Belly that combines multiple proposals [11].

Fig. 6 depicts the Burrow performance with a send rate of
200 TPS. Recall that we chose this send rate to maximize
Burrow’s throughput as Burrow fails under high loads as
explained in Section IV-C. Fig. 6a shows that the throughput
remains relatively constant as the number of nodes increases.
The peak throughput achieved at 16 nodes is 765 TPS with
a corresponding latency of 18.86s. Fig. 6b shows that the
average throughput per node decreases down to 29 TPS as
the number of nodes increases.

Fig. 7 depicts the Quorum performance with a send rate of
200 TPS. Fig. 7b shows that the send rate was 100 TPS for
4, 8 and 12 nodes, however, we had to reduce it to 50 TPS as

the blockchain system failed when the send rate was higher
than this for more than 12 nodes. As can be seen from Fig. 7c
the latency peaked to 24s with 12 nodes. Fig. 7a shows that
the throughput peaks at 725 TPS with 8 nodes before dipping
to 576 TPS and then coming back up to a maximum of 694
TPS with the lower send rate of 50 TPS. Fig. 7b shows the
average throughput per node starts at 91 TPS with 4 Nodes
but drops sharply to 29 TPS with 24 Nodes.

Fig. 8 shows a comparison of all three blockchains side
by side. Fig. 8a and Fig. 8b show that Red Belly achieves a
peak total throughput of 6,375 TPS and an average throughput
per node of 906 TPS. This is almost one order of magnitude
greater than both Burrow and Quorum. Fig. 8c shows that
the Latency for Red Belly and Burrow are relatively similar
as the number of nodes increases. The latency achieved by
Quorum is relatively lower, however there is a spike at 12
nodes before the send rate decreases. The results achieved
in terms of throughput are relatively similar for Burrow and
Quorum, as can be seen in Fig. 8a and Fig. 8b, although
Quorum has a lower latency as can be seen in Fig. &c.

2) Red Belly Blockchain Scalability: Although testing
showed the optimum send rate for Quorum was 100 TPS, once
the number of nodes increased to 16, the Quorum blockchain
system failed and Caliper was unable to measure results. As
such the send rate was altered to 50 TPS per Caliper machine
to accommodate for the higher node numbers in the network.
We observed that both Quorum and Burrow only managed to
achieve a throughput of under 800 TPS while Red Belly was
able to achieve a peak throughput of 6,375 TPS as depicted
in Table II.

TABLE II: Comparison summary of the blockchains, when
deployed on c4.xlarge AWS instances

Blockchain ~ Consensus Peak throughput
Burrow [9] Tendermint [21] 765 TPS
Quorum [10]  IBFT [22] 726 TPS
Red Belly [11]  DBFT [23] 6375 TPS




V. CONCLUSION

The abundance of blockchains makes it hard to identify the
most suitable blockchain. Despite recent efforts, there is no
way to compare the performance of secure blockchains. We
identified three frequent evaluation limitations: (1) the lack
of distributed workload generation, (2) misleading overheads,
and (3) processing of unnecessary computationally intensive
tasks during testing. By addressing these limitations we were
able to effectively evaluate three Byzantine Fault Tolerant
blockchains: Burrow, Quorum and Red Belly Blockchain. This
evaluation led to identify the maximum workload that Burrow
and Quorum can tolerate before losing requests and that they
are almost one order of magnitude slower than Red Belly
Blockchain. Future work includes the evaluation of smart
contracts.
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