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Abstract—Despite their distributed nature, blockchains fre-
quently experience failures that disrupt availability, delay trans-
actions, and, in some cases, cause total network outages. Ensuring
fault tolerance is critical for the reliability of blockchain-based
applications, yet existing evaluations often overlook real-world
failure scenarios. Assessing dependability requires systematic
fault injection and measurement techniques to understand how
different blockchains handle crashes, network partitions, and
Byzantine failures. This tutorial dives into the details of using
STABL, a benchmark suite to evaluate blockchains behavior
in the presence of faulty processes, understanding the results,
and extending the implementation to support a new fault type,
providing attendees with a hands-on approach to blockchain fault
tolerance evaluation.

Index Terms—Reliability, measurement techniques, fault injec-
tion, distributed systems, performance measures.

I. OVERVIEW

Blockchains are often assumed to be fault tolerant due to
their decentralized nature, yet real-world failures repeatedly
challenge this assumption. Outages lasting days have been
observed across major blockchain networks [1]. Some could
not even recover from transient isolated failures [2]. Unlike
traditional distributed systems, where well-established fault
tolerance mechanisms exist, blockchains vary significantly in
their consensus protocols, network structures, and failure han-
dling approaches, making dependability evaluation particularly
challenging. Despite the critical importance of fault tolerance,
most blockchain benchmarking efforts focus primarily on
performance metrics such as throughput and latency, often
under ideal conditions that fail to account for real-world failure
scenarios [3].

Evaluating fault tolerance requires a systematic approach
to fault injection and measurement, enabling researchers and
practitioners to analyze blockchain resilience, recoverability,
and failure impact. This tutorial focuses on dependability
assessment, covering practical methods for introducing faults,
observing their effects, and quantifying blockchain sensitivity
to failures, providing a different perspectives on blockchain
performance evaluation compared to our tutorial on perfor-
mance benchmarking with DIABLO [4].

In this half-day tutorial, we will evaluate the fault tolerance
of one of the six blockchains, Algorand [5], Avalanche [6],
Aptos [7], Ethereum [8], Redbelly [9] and Solana [10] with
the recent STABL [2] benchmark suite. We will look at the
sensitivity score and extend the observer node with another
fault type.

The tutorial will have the following structure:
• Introduction (20 min). What is blockchain, transaction

throughput and latency, DIABLO and STABL benchmark-
ing frameworks.

• Simple Demo (30 min). Using the virual machine image,
members of the audience will run a local experiment on
their own machines.

• Fault Tolerance and Dependability (20 min). Explana-
tion of crash faults and network partitioning, and packet
loss.

• Fault Tolerance Demo (30 min). We will introduce
crash faults in the scenario and observe performance and
sensitivity score under new conditions.

• Benchmarking Details (20 min). Explanation of metrics,
workload types, and emulating various network condi-
tions.

• Advanced Demo (30 min). We will explain the fault
scenario implementation in STABL observer node and
how to extend it with a new fault type.

• Discussion (30 min). Implications of design decisions,
metrics and aspects to be evaluated.

II. OBJECTIVES

The goal of the tutorial is to spark the interest of the
community in blockchain fault tolerance evaluation. We aim at
easing the entry to the subject by providing simple hands-on
experience.

The main objectives of this tutorial are to:
• Provide an in-depth understanding of blockchain fault

tolerance.
• Demonstrate fault injection and analysis capabilities of

STABL.
• Enable participants to extend STABL with a new failure

model.

III. SUPPORTING MATERIAL AND TARGET AUDIENCE

To complement the tutorial content with practical resources,
we provide slides, a virtual machine image containing the
required software and scenarios to demonstrate fault tolerance
evaluation, and the project website1.

The tutorial is aimed for general audience interested in
blockchains, and dependability and reliability analysis, as well
as specialists in the field. We will cover both the basic aspects,

1https://diablobench.github.io



potential pitfalls and future work directions in blockchain fault
tolerance evaluation.
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